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Section 4.1 Probability density functions

Section 4.2 Cumulative distribution functions and expected values



Continuous distributions

Recall that in Chapter 3 we studied discrete random variables, which can
only take countably many values.

• To characterize their distributions, we introduced pmf and cdf;

• To summarize their distributions, we defined expectation and vari-
ance.

We then went through a list of named discrete distributions.

In this part we are going to learn about continuous random variables.
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Continuous distributions

Definition of continuous random variables
Def 0.1. We say that a random variable X is continuous if its range is
an interval (or a union of intervals).

b

S

s X X(s)b

Range(X)

Example 0.1. Typical examples include measurement of an object, life
time of electronics, waiting time.
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Continuous distributions

Distributions of continuous random variables
... can be fully characterized by

• probability density functions (pdf), or

• cumulative distribution functions (cdf)

Recall that distributions of discrete random variables are described by

• probability mass function (pmf). or

• cumulative distribution functions (cdf).
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Continuous distributions

Probability density function (pdf)

Def 0.2. The pdf of a continuous random variable X is a function
f : R→ R satisfying

• f(x) ≥ 0 for all x ∈ R (and
f(x) > 0 over an interval, or
several intervals)

• ∫∞
−∞ f(x) dx = 1

such that for any a ≤ b,

P (a ≤ X ≤ b) =
∫ b

a
f(x) dx.

a b

f(x)

x

P (a ≤ X ≤ b)=
∫ b
a f(x)dx
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Continuous distributions

How to read a pdf plot:

• Range(X) is the portion where f(x) > 0

• f(x) = 0 for any x outside of the range (by default)

• The probability that X takes any particular value c ∈ R is always 0:

P (X = c) = P (c ≤ x ≤ c) =
∫ c

c
f(x) dx = 0.

This implies that the endpoints of an interval make no effect on the
probability calculations:

P(a < X < b) = P (a ≤ X < b) = P (a < X ≤ b) = P (a ≤ X ≤ b)

=
∫ b

a
f(x) dx.
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Continuous distributions

Interpretation of the pdf

For any x ∈ Range(X) (f(x) > 0),
and small increment ∆x > 0,

P (x ≤ X ≤ x+ ∆x)

=
∫ x+∆x

x
f(y) dy ≈ f(x)∆x

f(x)

x x +∆x

This implies that

• f(x)∆x is the probability that X falls into the interval (x, x+ ∆x);

• f(x) alone can be thought of rate.
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Continuous distributions

Example 0.2. The constant function f(x) = 1, 0 ≤ x ≤ 1 is a pdf. Find

• P (X < −1),

• P (X = 0.2),

• P (X < 0.2),

• P (0.2 < X < 0.5),

• P (X > 0.6).
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Continuous distributions

Example 0.3. Find the constant c such that f(x) = c(1− x), 0 < x < 1
is a pdf.
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Continuous distributions

Cumulative distribution function (cdf)

Def 0.3. Let X be a continuous
random variable with pdf f(x). The
cdf of X is defined as the function

F : R 7→ R

with

F (x) = P (X ≤ x) =
∫ x

−∞
f(y) dy

f(x)

x

(Recall the discrete case: F (x) = P (X ≤ x) =
∑

i:xi≤x f(xi))
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Continuous distributions

Example 0.4. Find the cdf in each of the last two examples.
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Continuous distributions

Properties of F (x) (for continuous random variables)

• F (x) always satisfies the following properties (and vice versa):

– limx→−∞ F (x) = 0,
limx→∞ F (x) = 1;

– F (x) is nondecreasing over R;

– F (x) is continuous.

• P (X > a) = 1− F (a) and P (a < X < b) = F (b)− F (a).

• F ′(x) = f(x) (due to the Fundamental Theorem of Calculus)
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Continuous distributions

Median of a continuous distribution

Def 0.4. The median of the dis-
tribution of a continuous random
variable X with pdf f(x) is defined
as the number M such that

1
2 = F (M) =

∫ M

−∞
f(x) dx.

Remark. It is another way to define
the center of the distribution (be-
sides expected value, to be shown
on next slide).

f(x)

M

1
2
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Continuous distributions

Example 0.5. For the pdf f(x) = 2(1 − x), 0 < x < 1, show that
M = 1−

√
1/2.
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Continuous distributions

Expected value and variance

Def 0.5. The expectation of a continuous random variable X with pdf
f(x) is defined as

µ = E(X) =
∫ ∞
−∞

xf(x) dx

and its variance as

σ2 = Var(X) = E((X − µ)2) =
∫ ∞
−∞

(x− µ)2f(x) dx

= E(X2)− µ2 =
∫ ∞
−∞

x2f(x) dx− µ2
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Continuous distributions

Example 0.6. In each of the previous examples, find the mean, variance
and standard deviation of X.
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Continuous distributions

Expected value of functions of X

Def 0.6. Let X be a continuous random variable with pdf f(x). For any
function g,

E(g(X)) =
∫ ∞
−∞

g(x)f(x) dx.

Remark. Recall that for a discrete random variable X:

E(g(X)) =
∑

i

g(xi)f(xi).
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Continuous distributions

Example 0.7. Consider the random variable with pdf f(x) = 1, 0 ≤ x ≤ 1.
Find E(Xk), where k ≥ 1 is an integer.
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Continuous distributions

Properties of expectation and variance

E(·) and Var(·) satisfy exactly the same properties as in the discrete case:

• For any a, b ∈ R, and a continuous random variable X,

E(a ·X + b) = a · E(X) + b

Var(aX + b) = a2Var(X)

• For any two continuous random variables X,Y ,

E(X + Y ) = E(X) + E(Y )

Var(X + Y ) indep.= Var(X) + Var(Y )
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