Operating Systems:  Homework 3

1)  Tanenbaum problem 2-9 for edition 3.   [5 pts]

2)  Tanenbaum problem 2-13 for edition 3.   [5 pts]

3)  Tanenbaum problem 2-14 for edition 3.   [5 pts]

4)  Tanenbaum problem 2-17 for edition 3.   [5 pts]

5)  Tanenbaum problem 2-23 for edition 3.   [5 pts]

6)  Tanenbaum problem 2-25 for edition 3.   [5 pts]

7)  There are two flow charts below.  Each is intended to provide mutual exclusion in the use of resource X by two processes executing that flowchart (process 1 executes the left half of the flowchart; process 2 executes the right half).  The Boolean variables P1 and P2 are intended to be flags which provide mutually exclusive access to resource X.  Both processes initially enter and start at the top block.  Assume that the processes are interruptible between any two rectangles/triangles in the flowchart.  Also assume that the scheduler can switch between the two processes in any arbitrary order.  Analyze both flowchart (a) and (b).  Does either flowchart provide effective mutual exclusion without any other problems ?  If so, explain in words how it is accomplished.  If not, explain why not and give an execution sequence (by numbering the rectangles/triangles) for the two processes that would violate the mutual exclusion condition or cause some other problem.





(a) [15 pts]











(b) [15 pts]









8)  A pipe can be thought of as a scratch file created by a system call.  It can be used as a communications channel between concurrently running processes.  The interface call to a pipe is similar to that for any file.  In fact, the process reads and writes to a pipe just like to a file.  Unlike files, however, pipes do not represent actual devices or areas on disk.  Instead, they are transient areas in memory.  Just as a pipe is used by the shell to pass information on the command line, a program pipe is used to pass information from one process to another.  A pipe's main advantage is that it can provide much higher bandwidths than if the processes read and write from a physically moving media (as would be the case with ordinary disk files).  


Pipes have a finite capacity and relay their information on a first-in, first-out (FIFO) basis.  The system blocks a process until the read/write can be satisfied.  That is, if the reader gets ahead of the writer, the reader just waits for more data.  If the writer gets too far ahead of the reader and manages to completely fill the pipe (the size of which is system dependent), it sleeps until the reader has a chance to catch up.  Also, once information is read from the pipe, it is erased, thereby freeing up pipe space.


It should be noted that pipes do have some disadvantages.  One of the more notable ones is the fact that the processes communicating over the pipe must be related, typically as a parent and child, or as two siblings.  The reason for this is because one process has to tell the other what the file (pipe) descriptor is.  This descriptor is only valid in the context of a particular execution environment.  Therefore, two unrelated processes generally cannot share a pipe.  This can be a constraint for many applications where the potential reader and writer of the pipe originate from different, unrelated processes.  On the other hand, if a pipe is established in a process before creating (forking) another process, the new process will inherit the pipe file descriptor thereby making it valid in both execution environments.  


A sample initialization sequence for a pipe that will enable messages of 15 characters to be exchanged between processes is of the form:





#include <stdio.h>





#define MSGSIZE 16
/* This figure should include room for a terminating null */





int
pfd[2], retval;





char msg [MSGSIZE], buffer[MSGSIZE];





retval = pipe(pfd);




write (pfd[1], msg, MSGSIZE);





read (pfd[0], buffer, MSGSIZE);

The call creates a pipe represented by two file descriptors that are returned in the pfd array.  Writing to pfd[1] puts data in the pipe; reading from pfd[0] gets data out.  Execution of the above code sequence creates an execution environment which can allow for IPC (Inter-Process Comm.) to occur via a pipe.


a) Write a single program which will create a pipe, write at least four messages down it, and then read them back.  Although this particular exercise does not demonstrate IPC (since there is only one process), it demonstrates how pipes can be used as a scratchpad FIFO buffer within a process.  [20 pts]


b) Write a program which will spawn a child process and establish communication between the parent and child via a pipe.  The parent process should write at least four messages down the pipe.  The child process should read all the messages from the pipe.  Insert process ID statements so that the progress of the two processes can be traced.  [20 pts]   For example:





"This is the parent process.  Writing first message into pipe."
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"This is the child process.  Reading first message from pipe.  Contents is:"
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